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Summary
Reducing the time for converting collected data 
into seismic images is becoming critical for the 
production cycle of the oil industry. Conventional 
seismic processing is performed on a CPU with 
32 or 64-bit precision for all operations. In cer-
tain cases, using a reduced precision produces 
an equivalent result within acceptable tolerances. 
CPUs do not support configurable b it-widths thus 
reducing precision brings no performance bene-
fit. In contrast, dataflow engines enable 
application-specific number representations and 
reducing the bit-width used can greatly increase 
performance with more concurrent processing 
cores per device.
In this paper, we use a complex exponential in 
downward continued based migration application 
as our case study. We have developed a tool 
to help us evaluate the trade-offs between preci-
sion and performance, which we use to analyze 
the most appropriate number formats for the com-
plex exponential step. The design consists of three 
parts, square root calculation (SQRT), sine/cosine 
evaluation (SINE), and wavefield complex multipli-
cation (WMUL).
During our exploration of fixed-point f ormats, as 
the range of variables in the three parts are quite
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Figure 1: Seismic images for different fixed-point
and floating-point precision.
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Figure 2: Difference indicator value for differences
in resultant image given different data precision.

different from each other, we apply a different bit-
width in each of the three parts. We keep two of
the widths constant, and change the other width
gradually to find out its effect on the accuracy
of the application. Figure 2b shows the results
of an example where we keep SINE and WMUL
bit-widths as 20 and 30, and vary the SQRT bit-
width between 6 and 20. When SQRT bit-width
increases to 10 bits, the difference indicator (DI)
value changed from 105 to 102.
Applying a similar method to other parts, we deter-
mine the values of 12 and 16 for SINE and WMUL
bit-widths. We automatically enumerate nearby
cases and determine the minimum widths to pro-
vide acceptable image quality are 12, 16, 16 for
SQRT, SINE and WMUL.
For floating point designs, we explored combina-
tions of different exponents and significand widths.
In Figure 2a, we used a significand width of 24 and
increased the exponent width from 3 to 10 bits.
There is a clear change at a width of 6 bits, where
the DI value drops from 105 to 10. Using these
values as an initial estimate, we again apply enu-
merations for values nearby, and determine that
the minimum exponent and significand bit-widths
are 6 and 16 for a floating-point design.
Figure 1 shows the resultant images for the
reduced-precision implementations and the origi-
nal single-precision floating point image.
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